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Abstract
Resilience has increasingly become a crucial topic to the function of various real-world systems as our planet 
undergoes a rising trend of uncertainty and change due to natural, human and technological causes. Despite 
its ubiquitous use, the term resilience is poorly and often inconsistently used in various disciplines, hindering its 
universal understanding and application. This study applies the resilience system interpretation framework, which 
defines resilience irrespective of its disciplinary association, in the form of adaptation and adaptive systems, to two 
traffic flow systems. The system framework defines resilience as the ability of the system state and form to return 
to their initial or other suitable state or form through passive and active feedback structures. Both components of 
the system framework are demonstrated through practical simulation scenarios on the modified viscous Burgers’ 
equation and the LWR-Greenshields model equipped with an adaptive Extremum seeking control, respectively. 
This novel and systematic understanding of resilience will advance resilience analysis, design, and measurement 
processes in various real-world systems in a unified fashion and subsequently pave the way for resilience 
operationalization and its integration into industry standards.

Highlights
	• A novel system definition for resilience and its constituent elements in the form of adaption is presented.
	• The system framework is subsequently applied to two simple traffic flow systems.
	• Modified viscous Burgers’ equation and LWR-Greenshields model equipped with an adaptive Extremum 

seeking control demonstrate the passive and active feedback structures as the two tools for obtaining system 
resilience.

	• This cross-disciplinary system framework offers the potential for a greater understanding of resilience, 
eliminates overlap, and paves the way toward resilience operationalization.
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Introduction and background
This paper applies the resilience system interpreta-
tion framework to a traffic flow system that is subjected 
to perturbations and change. The system framework 
employed defines resilience in the form of adaptation 
and adaptive systems, where the system has the ability 
to respond to perturbations and change through passive 
and active feedback structures [1]. The modified viscous 
Burgers’ equation and the Lighthill-Whitham-Richards 
(LWR)– Greenshields model, coupled with an adaptive 
Extremum seeking control (ESC), for two macroscopic 
traffic-flow systems are used in a state-space representa-
tion; the system response to perturbation and change is 
first simulated, and then its resilience characteristics are 
analyzed.

Over the years, numerous studies have been con-
ducted with a focus on traffic flow systems management 
and their response to disruptive events and congestions 
using systems and modern control systems approaches. 
Some of those system approaches use the transportation 
system’s physical features [2, 3] while others use the sys-
tem’s traffic flow characteristics [4–6] in defining their 
systems’ resilience frameworks. Among those, adaptive 
control mechanisms, such as machine learning in traffic 
signals control at ramps and intersections [7–11], model 
reference adaptive control in car following [12] and real-
time traffic management [13], model predictive control 
in urban traffic management [14–18], extremum seek-
ing control in traffic congestion and lane-changing man-
agement [19, 20], adaptive fuzzy control in traffic flow 
ramp metering and signal optimization [21–24], as well 
as other fixed control schemes such as optimal control 
[20, 21] and linear quadratic control [22, 23], have been 
widely applied. However, the majority of the literature 
fails to establish systematic linkages among the passive 
and active feedback structures utilized by the system to 
obtain resilience - described in terms of adaptability with 
system state and form return abilities. The resilience sys-
tem interpretation framework introduced by Mayar et 
al. [1] defines resilience as adaptability and adaptive sys-
tems where the system under perturbations and change 
has the ability to return to a starting or other suitable 
state or form through the system passive and active feed-
back mechanisms respectively. The framework was first 

applied to two simple linear and nonlinear dynamic sys-
tems [25] and a building structure system [26] and this 
study extends the resilience system interpretation frame-
work application to a traffic flow system - proving the 
framework universal application to various engineering 
disciplines and therefore making an original contribution 
to the field.

The study is structured as follows: section “Methodol-
ogy and analysis tools” provides an introduction to the 
methodological framework for the two macroscopic traf-
fic flow systems and their constituent elements including 
perturbations and change. Section “Resilience as system 
interpretation” analyzes the resilience system interpre-
tation under the two broad categories; system state and 
form and their abilities to return to their initial or other 
suitable states and forms. Lastly, section “Discussion and 
conclusions” presents a summary and discussion.

Methodology and analysis tools
The methodological framework utilized in the study is 
a state-space approach from modern control systems 
theory where the system’s fundamental variables are the 
system input (control and disturbance), state (system 
internal behavior), and output (system external perfor-
mance or response) (Fig.  1), which accommodates both 
the system’s passive and active feedback features.

The term system here is defined as a set of interact-
ing or interrelated components (or subsystems) isolated 
from the external environment by its boundary, which is 
freely chosen by the observer to better serve the purpose 
of the target study [27]. A transportation system model 
is generally comprised of three main components: (1) 
travel demand and user behavior (demand models), (2) 
transportation services and their functioning (supply 
or performance models), and (3) the interaction of the 
two (assignment models) [28]. In this study, the selected 
transportation models are limited to the traffic flow mod-
els that fall under the supply or performance component. 
Several constraints have been imposed for the sake of 
simplicity such as a single section or link of a road instead 
of a road network, as well as an initial fixed amount of 
demand flow and a pre-trip path choice.

In a system methodology, particularly a state-space 
approach, the first crucial step is to define the system, 

Fig. 1  Traffic flow system single-level system representation
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which entails determining the system boundary, its fun-
damental variables, and the relevant constituting subsys-
tems. A system can be described both in a single-level 
(Fig. 1) or a multi-level (subsystem) of details (Fig. 2). The 
subsystems for a traffic flow system can be arranged in 
the form of four hierarchical interacting layers of struc-
ture, member, element, and material, as introduced by 
Carmichael [29] in the context of structural analysis (sys-
tem multi-level representation). The behavior of each 
subsystem is defined in terms of a constituent relation-
ship (similar to a stress-strain equation), while their 
interaction is defined by equilibrium (similar to a force-
stress equation) and compatibility relationships (similar 
to a strain-displacement equation) [29, 30]. The traffic 
flow system’s constituent layers consist of single-vehicle 
movement, microscopic traffic flow, mesoscopic traf-
fic flow, and macroscopic traffic flow layers (Fig. 2). The 
fundamental variables of each subsystem are functions of 
time and space (both independent variables). For the sin-
gle vehicle movement or material layer, the system model 
is described by the kinematic equations of the motion, 
which can be rewritten in the form of ordinary differen-
tial equations. The system state is subsequently defined 
by a dual-tuple of (v (t)− velocity and a (t)− accelera-
tion), output (v (t)) and the control variable as the vehicle 
jerk (j) and/or the force (F) exerted on the gas pedal. The 
microscopic traffic flow or element layer describes the 
interaction of adjacent vehicles in a traffic stream with 

each other and with the road infrastructure [31, 32]. The 
subsystem models are defined by the ordinary differential 
equations and the system state is determined by a dual-
tuple of ∆x (t) ,  the following vehicle’s relative position 
and ∆v (t) , the following vehicle’s relative velocity with 
regard to the leading vehicle), output [∆x (t)] and the fol-
lowing vehicle’s acceleration as the control variable [a (t)]
. The mesoscopic traffic flow or member layer, acts as a 
middle ground and connection between the microscopic 
and macroscopic models by combining the individual 
vehicles’ velocities through probability distribution func-
tions on a microscopic level with flow and density from 
a macroscopic level [32–34]. The macroscopic traffic 
flow or structure level considers traffic as a continuum 
of fluid flow, assuming the law of conservation of flow, 
which means that no vehicle can (dis)appear within a 
certain stretch of road. The analogy between traffic flow 
and fluid flow is based on the fair resemblance of heavy 
traffic flow to a fluid stream– considering a macroscopic 
traffic flow as a one-dimensional compressible fluid [35]. 
The subsystem models for a macroscopic traffic flow are 
defined by partial differential equations and the system 
is determined by a dual-tuple of the (q (x, t)− flow and 
ρ(x, t) - density), output (downstream flow), and the 
control variable as the upstream flow and/or free flow 
velocity (vf) (Fig. 2). In this study, the traffic flow system 
behavior is investigated on the aggregate and structure 
level, and a single-level system representation is adopted 

Fig. 2  Traffic flow system boundary and hierarchical multi-level representation in a control system theory– state space approach setting
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accordingly (Fig.  1). The control systems theory in gen-
eral and the stat- space approach in particular adopted 
here, possesses both the conceptual and practical power 
to accommodate various system level represtnations as 
well as the interactions across its various layers. The criti-
cal challegne of the task is defining the system and it’s rel-
evant consintuent elements in terms of input, state and 
output as per the study objectives.

The analysis examples selected for this study consist of 
the modified viscous Burgers’ Equation, which is a non-
equilibrium macroscopic flow model that has the inher-
ent ability to handle perturbations within the flow, and 
the Lighthill-Whitham-Richards (LWR)-Greenshields 
model, an equilibrium model with no inherent abil-
ity to handle perturbations and change unless an active 
feedback structure is incorporated within the system. 
The perturbation event for the modified viscous Burg-
ers’ equation is introduced in the form of a modified unit 
pulse function that indicates an abrupt temporary drop 
in the traffic flow or, alternatively, an abrupt temporary 
increase in the traffic density, which is a common indica-
tion of disruptions such as bottlenecks, traffic accidents 
and stoplights (Fig. 3). The analysis tools utilized in these 
studies are theoretical numerical simulations carried out 
on perturbation events data generated by their respective 
functions demonstrating real-life traffic scenarios such as 
bottlenecks and traffic accident sites.

Modified viscous burgers’ equation
Contrary to the equilibrium models (LWR model in sec-
tion   “Lighthill-Whitham-Richards (LWR) Model and 
Extremum Seeking Control”), non-equilibrium macro-
scopic traffic flow models, also known as higher-order 
relations can better describe real-world traffic scenarios 
by accommodating perturbed traffic flows. One of the 
well-known non-equilibrium models is the general vis-
cous Burgers’ Equation from fluid mechanics, which is 
the result of adding a smooth dispersion term (D∂x

2ρ)  
to the conservation equation (LWR model) (Eq. 1). If the 
characteristic slope q′ (ρ)  is replaced with an equivalent 
density term (ρ)  the resulting equation is called the gen-
eral viscous Burgers’ Equation (Eq. 2).

	 ∂tρ + q′ (ρ) ∂xρ = D∂x
2ρ � (1)

	 ∂tρ + ρ∂xρ = D∂x
2ρ � (2)

In order to make the general viscous Burgers’ equation 
model precisely suited to describe a real-world traf-
fic flow phenomenon, the q′ (ρ)  term is replaced by the 
traffic Greenshields constituent equation (Eq. 3) and, as 
a result, a modified viscous Burgers’ equation emerges 
(Eq. 4).

	
∂tρ +

[
vf

(
1− 2ρ

ρjam

)]
∂xρ = D∂x

2ρ � (3)

	
∂tρ + vf∂xρ− 2vf

ρ

ρjam
∂xρ = D∂x

2ρ � (4)

In Eqs.  (1–4); ρandqare the distributed traffic flow 
parameters of density and flow, vfis the free flow velocity, 
ρjam  is the jam density, D = µ

ρ  is the kinematic viscosity 
and µ  is the viscosity of the fluid.

Lighthill-Whitham-Richards (LWR) model and extremum 
seeking control
Equilibrium models, also known as first-order rela-
tions, can only describe unperturbed traffic flow and 
are based on the law of conversation of flow from fluid 
dynamics [36]. A famous example of this category is the 
Lighthill-Whitham-Richards (LWR) model that connects 
the distributed traffic flow parameters of flow q (x, t) ,
density ρ (x, t) and speed v (x, t)  using a Partial Differ-
ential Equation (PDE) (Eq. 5) coupled with a fundamen-
tal equation (Eq.  6). The traffic dynamics are restricted 
to an equilibrium state curve, also known as a constitu-
ent equation (speed-density relation), which has a linear 
form in the case of the Greenshields model (Eq. 7) with a 
parabolic phase space for the two-state variables of flow 
and density (Fig. 4).

	
∂ρ

∂t
+

∂q
∂x

= 0� (5)

	 q = ρv� (6)

	
v = vf

(
1− ρ

ρjam

)
� (7)

Fig. 3  Schematic illustration of a two-lane highway link traffic density with a bottleneck in the middle of the link
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In Eqs. (6, 77), v is the space speed, which indicates the 
slope of the flow-density curve (Fig.  4) at each point of 
the curve (v=∆q/∆ρ). The scalar conservation law (Eq. 5) 
in its alternative form (Eq. 8), after plugging in the con-
stituent (Eq.  7), takes on a quasilinear hyperbolic form 
(Eq. 9).

	 ρt + [q( ρ )]x = 0 or alternativly ρt + q′ (ρ) ρx � (8)

	
ρt + vf

(
1− 2ρ

ρjam

)
ρx = 0� (9)

Provided that the density (ρ)  is one of the overall two 
state variables. The LWR model given by (Eq.  8) repre-
sents a state space equation where q′ (ρ)  is, in fact, the 
system state matrix A (Eq. 10) of the system state-space 
with only one element and therefore it has one eigenvalue 
equal to the element itself (Eq.  11). q′ (ρ)  is also called 
the characteristic slope. A characteristic is a straight line 
intersecting the x-axis at a point equal to the initial value 
of the density and the density along the characteristic line 
stays constant and equal to its initial value.

	
A = q′ (ρ) = vf

(
1− 2ρ

ρjam

)
� (10)

	
λ = q′ (ρ) = vf

(
1− 2ρ

ρjam

)
� (11)

The stability condition for an equilibrium state in the 
sense of asymptotic stability: the real part of the eigen-
value should be negative or zero [in a general Lyapunov 
stability sense] is given by (Eq. 12). The stability condition 
in (Eq. 12) reveals that for the traffic density to be stable 
and return to its usual state (state A– located anywhere 
between D and C in Fig. 4), it should be bounded to the 
( ρjam

2
) upper limit (Point C). Any values for density (state 

variable) in the congestion (C-B) region is not recover-
able from disruption unless an external intervention 
(active feedback) is implemented.

	
λ = vf

(
1− 2ρ

ρjam

)
≤ 0 or ρ ≤ ρjam

2
� (12)

Figure 4 describes the changes to traffic flow in the LWR 
and Greenshields equilibrium model; portions of the plot 
shown with a black solid line indicate free flow/non-con-
gested flow /stable flow conditions ( λ ≤ 0)while the por-
tions shown with a black dotted line indicate congested 
flow/forced flow conditions. The point where free-flow 
conditions transition to congested flow conditions is the 
maximum point of the flow-density curve (condition C). 
At point C, the values of flow, density, and speed vari-
ables are critical (qcr, ρcr, vcr) and are considered to be 
the optimum values for traffic flow, indicating a saturated 
traffic flow state, after which the system state enters the 
congested traffic flow zone (curve portion shown with a 
black dotted line). ρcr is also called the maximum density 

Fig. 4  Flow-density curve (phase space) for the Greenshields model: q = 100ρ− 100
156

ρ2
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under the free flow zone (curve portion shown as a solid 
black line) and is the limit for unforced recovery.

There are three major distinctive conditions/points 
(A, C, and D) on the flow-density curve and its associ-
ated density-speed, and speed flow diagrams. Point D 
is where both the traffic flow and density are very low 
(close to zero) and therefore vehicles travel at the highest 
speed limit, referred to as the free flow speed (vf) with-
out any interaction between two adjacent vehicles. Mov-
ing up toward point C the flow and density increase and 
the speed gradually decreases until point C is reached, 
which is the transition point between free flow and 
congested flow conditions. Moving down from point C 
toward point B results in a gradual decrease in both flow 
and speed values as the system state enters a congested 
flow region (adjacent leader and flower vehicles interact 
with each other). This decrease in flow and speed in turn 
results in a gradual increase in density until point B is 
reached, where both the flow and speed values become 
very low (zero) and result in the maximum density in a 
congested region (jam density). Any sudden increase in 
traffic density forces the system into the congested area 
(Points C to B) and creates shock waves (perturbation) 
that are mathematically represented by the model char-
acteristic slope (Eq. 11).

Adaptive extremum seeking control (ESC), also known 
as an advance form of perturb and observe control, is 
an adaptive model-free active control structure that 
responds to changes in the system (underlying unknown 
dynamics) through input regulations for maximizing an 
objective function (a suitable form) [37]. ESC with a static 
objective function based on the Greenshields constituent 
equation is applied here to regulate the perturbed traffic 
flow system by adjusting the system’s unknown dynamics 
(assumed to be following the LWR-Greenshields model) 
to conform to the perturbed state of the system in the 
bottleneck (Fig. 5).

Resilience as system interpretation
This Section numerically demonstrates the application of 
the resilience system interpretation framework to the two 
simple traffic flow systems. First, under perturbation, the 
ability of the system state to return to its initial or other 
suitable state through its passive feedback mechanism is 
simulated on a modified viscous Burgers’ equation, sub-
sequently, under change, the ability of the system form 
to return to its initial or other suitable form through its 
active feedback structure is simulated on the assumed 
LWR-Greenshields-based data coupled with an adaptive 
extremum seeking control.

Resilience as system state return ability
In order to envisage the system state’s ability to return 
to its initial state or other suitable state, a simulation 
scenario is explored that entails normal vehicular traf-
fic flow moving from node X toward node Y along a 
two-lane, one-way road section (Link XY of length 
L = 20  km) (Fig.  3). Link XY has a maximum capacity 
(critical or optimum flow) of qmax = 3900veh/hr/lane
, jam density of ρjam = 156veh/km/lane, critical or opti-
mum density of ρcr = 78veh/km/lane , a free flow speed 
of vf = 100km/hour.  The traffic moves in a normal free 
flow condition at position A located on the left hand side 
of the Greenshields flow-density curve (Fig.  4) with a 
flow value of qA = 3397veh/hr/lane  and a density value 
of ρA = 50veh/km/lane . A perturbation in the form of 
a bottleneck/stoplight/accident point is introduced by 
a modified unit pulse function that indicates an abrupt 
temporary increase in the traffic density between 8 and 
12 km from the normal ρA = 50veh/km/lane  to the jam 
density ρA = 156veh/km/lane  (Fig. 6). The simulation is 
run at 1000 discrete points along a 10-hour time scale 
and subsequently the system state return time to its ini-
tial or other suitable state, which is a resilience indicator, 
is investigated under various values of the kinematic vis-
cosity (D). The values of D which represent the built-in 
diffusion/dissipation level within the system are selected 
between 1 and zero that are consistent with the fluid 

Fig.5  A simplified schematic illustration of an adaptive extremum-seeking controller
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dynamics principles. High positive values of D indicate 
faster dissipation of perturbation/discontinuity in the 
flow while a zero value indicates no room for the diffu-
sion of a perturbation event.

To simulate the modified viscous Burgers’ equation 
with its distributed system state vector of (flow q(x, t) 
and density ρ(x, t)), a series of Fourier Transform (FT) 
and Fast Fourier Transform (FFT) operations with some 
of their inverses are utilized to convert the modified 
viscous Burgers’ equation from its partial differential 
equation (PDE) form (Eq.  4) into a nonlinear ordinary 
differential equation (ODE) form (Eq. 13), which is then 
simulated in the MATLAB environment. The detailed 
mathematical rigor for FT and FFT operations is omitted 
for the sake of simplicity.

	

d
dt
ρ = −vfdρ + 2vf

ρ

ρjam
ρdρ + D.dρ2� (13)

Resilience as the ability of the system state to return to 
its initial or other suitable state [in the sense of elastic or 
specified resilience] is quantified by the system state rate 
of return to equilibrium or the settling time, which is in 
turn determined by the system dominant eigenvalue or 
dynamic stability. The system state return ability is rooted 
in its resistance to perturbation, which is defined by the 
passive feedback features built into the system. For the 
subject traffic flow system of the modified viscous Burg-
ers’ equation, the ability of the system to resist perturba-
tion is equivalent to the kinematic viscosity (D) in the 
flow which illustrates how compressible the traffic flow 
is, and a higher kinematic viscosity (D) value translates 
into a faster state return rate to equilibrium– resulting 
in higher resilience and vice versa. For the road physi-
cal infrastructure, the kinematic viscosity translates into 
designing a redundancy margin in the road link geomet-
ric components, such as an additional number of lanes 

and increased lane width, that could accommodate the 
predicted additional amount of traffic density caused by 
the perturbation (bottleneck) without any external inter-
vention (active feedback).

For a kinematic viscosity rate of (D = 1), (Fig.  7) illus-
trates a perturbed system state (density) spatial and 
temporal return to a suitable state (optimum density 
ρjam = 78)  in approximately 3 units of time. The per-
turbed system’s entire state vector trajectory is demon-
strated by the system state phase and the system state 
vector time response (Fig. 8).

For a kinematic viscosity rate of (D = 0.51), (Fig.  9) 
illustrates a perturbed system state’s (density) spatial 
and temporal return to a suitable state (optimum den-
sity ρjam = 78) in approximately 5 units of time. The 
perturbed system’s entire state vector trajectory is dem-
onstrated by the system state phase and the system state 
vector time response (Fig. 10). As the values of kinematic 
viscosity (D) get close to zero, the system starts to lose 
its ability to handle discontinuity and shockwaves– this 
abnormality and lack of stability in the flow are visible in 
the system state variable/output unbounded behavior - 
going above its theoretical maximum capacity (Fig. 10).

For a kinematic viscosity rate of (D = 0), the modified 
viscous Burgers’ equation turns into a modified non-vis-
cous Burgers’ equation or a modified LWR model, which 
has no passive feedback mechanism for handling pertur-
bation. For positive non-zero kinematic viscosity (D > 0), 
the reason behind the perturbed system state’s return to 
the optimum state (position C on the Greenshields flow-
density curve) instead of the initial state (position A- on 
the Greenshields flow-density curve) is consistent with 
the traffic flow shockwaves analysis based on the vehicles 
distance-time diagrams conducted by May [38] where, 
as a result of a spotlight along a road stretch, various 
shockwaves such as frontal stationery, backward form-
ing, backward recovery and forward moving shockwaves 

Fig.6  Graphical description of the perturbation density described by a modified unit pulse function around the link mid-point.
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are generated. Similar waves are visible in the simulations 
conducted for drafting the perturbed system state time 
evolution (Figs. 7–10).

Resilience as system form return ability
To demonstrate the ability of the system form to return 
to its initial form or other suitable form, a simple simula-
tion scenario is explored which entails normal vehicular 
traffic flow moving from node X toward node Y along 
a two-lane, one-way road section (Link XY of length 
L = 12  km) (Fig.  11). The first Section of the Link XY 
until the point M (XM) is assumed to be following the 
LWR- Greenshields constituent equation with a maxi-
mum capacity of qmax = 3900veh/hr/lane , jam density 
of ρjam = 156veh/km/lane, critical or optimum density 
of ρcr = 78veh/km/lane , a free flow speed of vf = 100km 
and traffic flow in a normal free flow condition (Fig. 4– 
position A; flow of qA = 3397veh/hr/lane  and density 
of ρA = 50veh/km/lane). At point M, the start of the 
second Section of the Link XY (MY), a bottleneck (per-
turbation) reduces the link width to a single lane with a 
maximum flow of qmax = 1950veh/hr/lane , jam den-
sity of ρjam = 78veh/km/lane, critical or optimum den-
sity of ρcr = 39veh/km/lane , and a free flow speed of 
vf = 100km; the traffic is assumed to be still following the 
Greenshields constituent equation (Fig. 11).

When the free-flowing traffic in the first section of 
the Link XY (flow qA = 3397veh/hr/lane  and density 

ρA = 50veh/km/lane) is more than the critical flow 
and density of the second section of the Link XY (flow 
qcr = 1950veh/hr/lane  and density ρcr = 39veh/km/lane
) (Fig. 12), the traffic in the second section of the link will 
go into a congested state and form and will not return to 
its initial or other suitable state and form unless an exter-
nal intervention in the form of active feedback/control is 
implemented.

In order to keep the traffic flow in the second sec-
tion of the link XY at its optimum flow conditions 
(qcr = 1950veh/hr/lane  and ρcr = 39veh/km/lane), an 
active feedback in the form of adaptive extremum seeking 
control is implemented (Fig. 13). The controlled upstream 
traffic density at the left-side of point M (upstream which 
is calculated as the upstream flow divided by the vari-
able speed limit) is considered as the input and the opti-
mum flow at the downstream or right-side of the point 
M (downstream) is considered as the output to the objec-
tive function. The objective function adopted here is the 
Greenshields constituent equation (Eq.  14), which has 
a different form (jam density is reduced at the down-
stream) to the constituent equation (Eq. 15) followed by 
the traffic on the first section of the link XY.

	
J = q = 100u − 100

76
u2; ρ = u� (14)

Fig.7  Perturbed system state (density) returns to the optimum suitable state of ρA = 78 with a 3D (a) and its 2D surface projection (b
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Fig. 9  Perturbed system state (density) returns to the optimum suitable state of ρA = 78 with a 3D (a) and its 2D surface projection (b) graphical illustra-
tion for D = 0.51.

 

Fig. 8  Perturbed system state vector time response (a) and the system space phase (b) indicating the system state vector return to the optimum state 
(ρA = 78, qA = 3900) for D = 1. The density visibility is limited on the scale of Fig. 8a because of its relatively smaller numbers. For full visibility of the same 
density distribution see Fig. 7b

 



Page 10 of 13Mayar et al. Journal of Infrastructure Preservation and Resilience             (2024) 5:4 

	
J = q = 100u − 100

158
u2 ; ρ = u � (15)

A simulation scenario is run for 20  s and subsequently, 
the upstream density, or control action (input), and the 
downstream optimum flow, the output (also the sys-
tem state variable) are plotted against time. The sys-
tem resilience here is described by the ability of the 
system to return to its initial or other suitable form 

where, in the subject case, the system returns to a new 
suitable form governed by the second section con-
stituent equation (Eq.  14) and its optimal traffic state 
(qcr = 1950veh/hr/lane  and ρcr = 39veh/km/lane) in 
about 10  s. The additional traffic density ( ûorρ̂), which 
is indicated on the negative side of the density axis, is 
in fact the redirected density to a diversion link located 
at point M (Fig.  14). Adjusting the active control (ESC) 
parameters will subsequently alter its state return abilities 

Fig. 11  Schematic illustration of a two-lane highway link’s traffic density with a bottleneck and diversion link

 

Fig. 10  Perturbed system state vector time response (a) and the system space phase (b) indicating the system state vector return to the optimum state 
(ρA = 78, qA = 3900) for D = 0.51. The density visibility is limited on the scale of Fig. 10a because of its relatively smaller numbers. For full visibility of the 
same density distribution see Fig. 9b
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in the form of different system settling times. Addition-
ally, the increased robustness and stability of the system 
feedback/controller mechanism translates into enhanced 
resilience of the system in the form of resilience. For the 
physical road infrastructure, this active feedback/control 
mechanism will translate into road signal regulators such 
as ramp metering and variable speed limit signs.

Discussion and conclusions
This study demonstrates that the resilience system inter-
pretation framework can be applicable to any system, 
irrespective of its disciplinary association when defined 
in terms of control systems rather than by the often 

abused and conflicting utilization of the term ‘system(s)’ 
prevalent in literature. However, this study adopts a 
single-level system representation for the analysis; the 
modern control systems approach has the ability to 
accommodate a more vigorous and detailed multi-level 
system representation and its subsystem interactions. 
The two models utilized in this study are simple macro-
scopic traffic flow systems with homogenous traffic con-
ditions. Whereas for mixed or heterogeneous traffic with 
variable vehicles, based on the site conditions, a suitable 
index should be applied to adjust the macroscopic traf-
fic flow system state variables. In absence of the adaptive 
control measure, traffic in diverging sections- similar 

Fig. 13  Schematic illustration of the extremum seeking control at point M of the link XY

 

Fig. 12  Graphical description of the perturbation density for the second section (MY) of the link described by a normal traffic flow at the 1st section of 
the link (XM).
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to Fig.  11 might have a resembling or non-resembling 
behavior to that in section    “Resilience as System Form 
Return Ability”, given the network layout and the driver’s 
route choice behavior which is beyond the scope of this 
study.

As the complexity and uncertainty involved in real-
the world systems increase, it is not always possible to 
develop system models based on first principles and 
the laws of physics. Recent advances in resilience-based 
designs [39, 40], data science and computer-assisted 
numerical analysis techniques, particularly big data with 
easier and cheaper access, have made data-based mod-
eling (grey and black box modeling) convenient and rel-
evant. Thus, the adaptive control systems have become 
increasingly crucial to the resilience design and analysis 
process compared to the passive control as-built struc-
tures. For more complex traffic flow and transportation 
systems, additional system variables are introduced to the 
system state vector, which is selected as per the designed 
objective. By utilizing system tools such as dynamic 
mode decomposition (DMD), higher dimension systems 
can be approximated as lower dimension simple systems. 
The non-uniqueness of the system state vector is a major 
strength in the space-models and modern control system 
techniques.

In this study, resilience as the ability of the system 
form to return to its initial or other suitable form is 

demonstrated by an adaptive extremum seeking control 
with a static objective function. It has been demonstrated 
that more realistic dynamic objective functions along 
with spatial domain variables (through time lagging) can 
be handled by incorporating the ESC scheme (see also Yu 
et al. [19]). Other alternative adaptive control schemes 
include model predictive control (MPC) and model refer-
ence adaptive control (MRAC). MPC has the added value 
of handling constraints (e.g., critical thresholds for the 
system resilience) and can accommodate a global treat-
ment of the system compared to the local, single domain 
of attraction, treatment rendered by the ESC scheme. 
Model reference adaptive control (MRAC) is a more 
efficient tool for systems with only a single parameter 
uncertainty, which is more of a robust control scheme 
compared to the adaptive control. Defining the system 
and its constituent elements for complex dynamic sys-
tems is a critical and challenging task of this methodol-
ogy which requires a deep understanding of the system as 
well as the underlying environment in which the system 
operates. Application of the resilience system interpre-
tation framework to further complex dynamic systems 
with higher dimensions and multiple perturbations are 
the some of the potential directions the authors recom-
mend for future research projects.

Fig. 14  Control action (u, the upstream density) and the output (q, the downstream optimum flow) time evolution at point M on the link XY
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